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Abstract 

The paper deals with the design, implementation and experiment of an embedded 
drive system diagnostics for interior permanent magnet synchronous motor drive for safety 
critical applications. The drive is intended for traction drives applications and therefore uses 
a combination of digital signal processor (DSP) and field programmable gate array (FPGA) as 
is often the case in modern industrial drives. A real-time harmonic monitoring is employed 
to indicate the development or existence of fault within the drive system. This is achieved by 
embedding a real-time measurement and control within the DSP operating in conjunction 
with the motor control, to estimate the machine’s transient reactance after applying an 
excitation with voltage pulses using the switching of the inverter, and a real-time frequency 
analysis of the parameter within the FPGA operating independently of the motor control. 
Experimental testing is used to validate the proposed condition monitoring algorithm on a 
laboratory prototype of interior permanent magnet synchronous motor drive with a rated 
power of 4.5 kW.   
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1 Introduction 

Interior permanent magnet synchronous motors (IPMSM) are attractive for a variety of 
applications due to their high electromagnetic torque per permanent magnet volume, high 
efficiency, high power factor, and low noise [1]. The IPMSM drive is one of the integral parts 
of modern electric vehicles [2]. In the standard automotive industry, electric power steering 
systems are also developed with interior permanent-magnet (IPM) motors.  However, IPM 
motors are subject to a wide variety of abnormal operations, including faults. These faults 
pose particular problems due to the presence of rotating rotor magnets that cannot be 
turned off during faults. Therefore, it is important to understand the responses of an IPM 
motor to any potential fault condition to prevent fault-induced damage to the drive system.  
In such a system, continuous operation is required, so a failure of the IPMSM drive is 
unacceptable.  

For these reasons, some research on fault detection and diagnosis for IPMSM drives has 
been conducted. Liu et al. [3] investigated the fluctuation of high-frequency d-axis 
inductance by analysing the current spectrum to distinguish the rotor demagnetization and 
eccentricity faults of the IPM motor. Welchko et al. [4] have presented a modified d–q axis 
model for the analysis of single phasing in IPM motor drives. The effect of magnetic 
saturation has been considered in the model. The performances of the model have not been 
investigated for symmetric and asymmetric short circuit faults. Jiangbiao He et al. [5] 
proposed three diagnostics approaches, namely, the stator current spectrum analysis, the 
negative sequence components method, and the space-vector pendulous oscillation method 
to detect stator winding short-circuit fault in IPM motor drives. Myoungho Kim et al. [6] 
proposed a turn-fault detection method for inverter-fed Interior Permanent Magnet 
Synchronous Machines using high-frequency current injection when the motor is at 
standstill. The proposed detection method injects the high-frequency current into the stator 
windings with three directions successively and examines the generated loss of each 
case.  Byunghwan Lee et al [7] proposed the model-based fault detection and identification 
(FDI) algorithm of current sensor for the IPMSM based on parity equation approach. In order 
to consider the modelling errors during the transient manoeuvres, the time varying adaptive 
threshold method was used. M. A. S. K. Khan et al [8] presented a method for classification 
and detection of disturbances including faults in the three-phase IPM motors. A rule 
classifier, which is based on the root mean square (RMS) comparison of the coefficients of 
5th level details and approximations of the line currents, has been developed in order to 
classify different faulted currents of a three-phase IPM motor. Zia Ullah et al [9] presented a 
torque angle-based inverter-embedded technique for the online detection and identification 
interturn short fault (ITSF) and partial irreversible demagnetization fault (PIDF) in an interior 
permanent magnet synchronous motor (IPMSM). Jiadong Lu et al [10] proposed a position 
sensor fault detection method using a single dc-bus current sensor with accuracy uncertainty 
in an IPMSM drive. In [11] is presented a comprehensive analysis of inter-turn-short fault 
(ITSF) in a fractional slot concentrated winding (FSCW) interior permanent magnet 
synchronous motor (IPMSM).  A. Khlaief et al [12] proposed a detection and localization of 
open-phase faults in IPMSM drives based on discrete Fourier transform phase. In this 
method the state space model of the PMSM is expressed in the d-q synchronous reference 
to study the phenomena occurred in the stator current. Min Zhu et al [13] used the torque 
ripple for online demagnetization fault diagnosis in IPMSM drive using continuous wavelet 
transforms (CWT) and grey system theory (GST). A fault diagnostics and protection scheme 
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for the interior permanent-magnet (IPM) synchronous motors using wavelet packet 
transform (WPT) and artificial neural network is proposed in [14]. In the proposed technique, 
the line currents of different faulted and normal conditions of the IPM motor are pre-
processed by the WPT then WPT coefficients of line currents are used as inputs of a three-
layer feedforward neural network. An online diagnostics of the uniform and partial 
irreversible demagnetization fault (IDF) in interior permanent magnet synchronous motor 
(IPMSM) using the frequency spectrum of the input-voltage is presented in [15]. Bochao Du 
et al [16] used digital signal processor for real-time interturn short-circuit fault diagnosis 
strategy for the interior permanent-magnet synchronous motor (IPMSM) of an electric 
vehicle (EV). In this method, online and offline detection were integrated into the diagnostic 
strategy to optimize diagnostic performance based on work cycle of an EV. Gilbert Hock 
Beng Foo et al [17] used an extended Kalman filter for sensor fault detection and isolation in 
IPMSM drives. The filter is used to simultaneously estimate the phase currents and rotor 
speed of the IPM machine. These signals are compared with the corresponding sensor 
signals, and the faulty sensor is identified based on a fault detection logic. P. Castro 
Palavicino et al [18] proposed a method to detect and diagnose an inter-turn short circuit in 
an interior permanent magnet synchronous machine by using a current observer to estimate 
a specific disturbance related to the fault. This disturbance is defined as a fault index 
current. S.-C. Yang et al [19] used pulsating-type voltage injection for stator winding fault 
detection in interior permanent-magnet (PM) machines. The pulsating voltage is 
superimposed on d-axis with respect to the rotor-referred synchronous frame, then winding 
fault reflected signals which occur in the injection induced current ripples is measured. 
Seokbae Moon et al [20] proposed an algorithm based on analysis of currents in the 
synchronous frame to detect and classify demagnetization and ITSF in IPMSMs. The 
algorithm is based on changes of magnitude and angle of currents in the synchronous frame. 

A review of the state of the art in the field of fault detection in IPMSM drives leads us to 
conclude that, despite all the existing work done by several authors regarding diagnostics 
methods for IPMSM drives, there is very little research regarding the development of drive 
system diagnostics that are, to some extent, independent of the motor control algorithm, in 
order to provide an "independent" diagnostics capability. In addition to this requirement, 
real-time fault detection algorithms must take into account other requirements such as no 
sensitivity to machine speed, torque load and machine parameters. 

Taking into account all these considerations, this paper proposes a new algorithm to 
detect faults in IPMSM drive for an embedded application. The drive system diagnostics 
includes three main module: 

➢ An intelligent controller within the DSP, allowing a measurement and control unit to 
work in conjunction with the motor control for on-line parameter estimation. 

➢ A floating point FFT processor within the FPGA, for real-time harmonics analysis, 
operating independently of the motor control. 

➢ A decision making model within the FPGA, to distinguish healthy and faulty states of 
the motor. 

The rest of the paper is organized as follows. Section II gives the theoretical core for 
transient leakage inductance estimation used for feature extraction for condition indicator 
identification. Section III presents the proposed real-time fault detection algorithm. Section 
IV presents the experimental results with an open phase fault. Finally, this paper ends up 
with concluding remarks and perspective extensions in Section V.   
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2 Fault feature extraction for identifying condition indicators 

To design an algorithm to detect or predict faults, we use condition indicators extracted 
from some parameters or system data to design a decision making model that analyse data 
in real time to distinguish healthy and faulty states of the machine or to determine the 
current state. Condition indicators can be derived from data using signal-based condition 
indicators such as time domain, frequency domain and time-frequency domain. 

2.1 Estimation of the transient leakage inductance 

Wolbank et al. [21] proposed a method of detection of faults in induction motor drives 
using only the current sensors that already present in the control system and exploiting the 
switching transient of the voltage source inverter. The main idea is to exploit the machine 
response to transient excitation. Short voltage pulses applied by inverter switching to 
machine terminals will evoke a current response which is dominated by the transient 
leakage inductance. 

The machines electrical behaviour is described with the well-known stator equation in 
space phasor representation: 

𝑣𝑠 =𝑟𝑠. 𝑖𝑠 + 𝑙𝑙 .
𝑑𝑖𝑠

𝑑𝑡
  + 

𝑑λ𝑟

𝑑𝑡
                                                                                                                   (1) 

Obviously, the applied voltage phasor 𝑣𝑠 , generated by any of the active switching 

states of the inverter, leads to a transient current change 
𝑑𝑖𝑠

𝑑𝑡
 . The actual inverter switching 

state, the dc-link voltage, the value of the leakage inductance 𝑙𝑙, and the stator-resistance 

voltage drop 𝑟𝑠. 𝑖𝑠, as well as the time derivative of the rotor flux 
𝑑λ𝑟

𝑑𝑡
 (back electromotive 

force (EMF)), they all influence this current change. 

The stator resistance and the back EMF, will act as a disturbance when identifying the 
transient reactance. 

If two subsequent pulses whose voltage phasors point in opposite spatial directions are 
applied, the fundamental-wave operating point of the machine is almost unchanged due to 
the symmetrical nature of the excitation, as can be seen in Fig. 1. The figure shows a 
symmetrical pulse sequence consisting of positive and negative switching states of one 
phase (e.g., −V, +V, −V, +V) and the resulting time trace of a corresponding phase current. It 
is then possible to carry out the measurement (of the resulting current change Δi𝐼 and Δi𝐼𝐼), 
which is symmetrical with respect to the fundamental-wave operating point, using the built-
in current sensors of the inverter. The value of the fundamental-wave operating point is 
indicated by the horizontal time axis in Fig. 1. The switching states are indicated by the 
dashed lines, and the corresponding voltage phasors (V), the duration (Δτ) for taking the 
current samples, and the resulting current change (Δi) are marked in grey. The value of the 
dc-link voltage and the back EMF can be considered constant during the short periods, 
(some 10 μs) necessary to generate the pulse sequence and perform the measurement. As a 
result, it is possible to eliminate the influence of back EMF as well as that of the stator 
resistance using an excitation sequence consisting of two different switching states, as seen 
in Fig. 1. If the two measurement durations ΔτI and ΔτII are equal, the elimination is 
performed simply by taking the difference between the two results ΔiI and ΔiII. By 
combining the phase values of the current changes to one phasor, it is possible to obtain a 
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space phasor of the current difference. After elimination of the back EMF and the stator 
resistance, the relation between the voltage of the pulse sequence and the measured 
current change can then be rewritten according to (2). As a result, the inductance 𝑙𝑙,𝑡 is the 
only remaining machine parameter. The value of the fundamental-wave leakage inductance 
𝑙𝑙 according to (1) differs from the transient leakage inductance responsible for the current 
change. It is denoted as transient leakage 𝑙𝑙,𝑡 in the following: 

𝑣𝑠,𝐼 - 𝑣𝑠,𝐼𝐼 = 𝑙𝑙,𝑡. (
Δi𝑠𝐼

Δτ
 -  

Δi𝑠𝐼𝐼

Δτ
) = 𝑙𝑙,𝑡. (

Δi𝑠𝐼−Δi𝑠𝐼𝐼

Δτ
)                                                                              (2) 

If the machine is perfectly symmetrical as was assumed, the value of 𝑙𝑙,𝑡 will be a scalar, 
and the direction of the resulting current slope is parallel to the overall pulse voltage. 
However, on every real machine, even if faultless, there are always some inherent spatial 
asymmetries, which also influence the phase values of the transient leakage. As a result, the 
direction of the applied pulse voltage and current slope will no longer be collinear. In (2), an 
asymmetry of the machine can be considered by introducing a complex value for the 
transient leakage 𝑙𝑙,𝑡 that combines the asymmetry of the three phase values in one 

parameter. Using a two-axis representation, the magnitude of the transient leakage |𝑙𝑙,𝑡| 
now becomes angle-dependent and can be described by an offset value 𝑙𝑜𝑓𝑓𝑠𝑒𝑡 and an angle-

dependent modulation 𝑙𝑚𝑜𝑑. Assuming only a single dominant asymmetry of the inductance 
and only taking into account its fundamental wave, the offset and modulation values can be 
described: 

𝑙𝑜𝑓𝑓𝑠𝑒𝑡 =  
𝑙𝑚𝑎𝑥+𝑙𝑚𝑖𝑛

2
                                                                                                                         (3) 

𝑙𝑚𝑜𝑑 =  
𝑙𝑚𝑎𝑥 − 𝑙𝑚𝑖𝑛

2
.𝑒2𝛾 = 𝑙𝑚𝑜𝑑. 𝑒2𝛾                                                                                               (4) 

The so-introduced complex transient inductance 𝑙𝑙,𝑡 is composed of a scalar portion 

𝑙𝑜𝑓𝑓𝑠𝑒𝑡 and a complex portion 𝑙𝑚𝑜𝑑. The “offset” part is representing the symmetrical 

portion of the asymmetrical machine, and the “mod” part is representing the modulation 
due to asymmetry. The magnitude and angle of 𝑙𝑚𝑜𝑑 contain the information about the 

asymmetry. 𝑙𝑚𝑎𝑥 and 𝑙𝑚𝑖𝑛 define the maximum and minimum values, respectively, of the 
transient inductance along the air gap. The angle γ of the modulation gives the spatial 
position of the maximum inductance within one pole pair. The asymmetry has a period of 
two with respect to the fundamental wave.  

As shown in (2), it is sufficient to monitor the resulting current slope to calculate the 
complex transient inductance. By inversion with portion 𝑦𝑙,𝑡 = 1/𝑙𝑙,𝑡, the number of 

mathematical calculations is reduced, and the measurement-control system need not carry 
out divisions. 

(
Δi𝑠𝐼−Δi𝑠𝐼𝐼

Δτ
) = 𝑦𝑙,𝑡 . 𝑣𝑠,𝐼−𝐼𝐼                                                                                                                (5)          

The parameter 𝑦𝑙,𝑡 contains all the information regarding the asymmetry of the 

machine. This can be detected by solving (6); a simple calculation for a digital signal 
processor (DSPs) as the applied pulse sequence is known, and the phasor of the current 
difference Δi𝑠 is obtained according to Fig. 1 

𝑦𝑙,𝑡 =  
(

Δi𝑠𝐼−Δi𝑠𝐼𝐼
Δτ

) 

𝑣𝑠,𝐼−𝐼𝐼
                                                                                                                              (6) 
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As each of the voltage pulses has the same magnitude of 1 p.u., (dc-link voltage), the 
difference voltage phasor in the three main phases result to: 

𝑣𝑠,𝐼−𝐼𝐼,𝑈 = 𝑣𝑠,𝑈+ - 𝑣𝑠,𝑈− = 2𝑒j0                                                                                                      (7) 

𝑣𝑠,𝐼−𝐼𝐼,𝑉 = 𝑣𝑠,𝑉+ - 𝑣𝑠,𝑉− = 2 𝑒j2π/3                                                                                                (8)                      

𝑣𝑠,𝐼−𝐼𝐼,𝑊 = 𝑣𝑠,𝑊+- 𝑣𝑠,𝑊− = 2 𝑒j4π/3                                                                                              (9)                                                   

 

 

Fig. 1. Voltage pulses in phase U direction [21] 

 

2.2 Feature extraction 

In every machine, faultless or not, the symmetrical part in the current response signal 
is predominant. Usually, this part is responsible for about 90% of the overall resulting 
current change phasor, as presented in Fig. 2. Thus, it is clear that the symmetrical portion 
has to be eliminated to obtain a high sensitive fault indicator. The elimination can be done 
using a voltage excitation sequence that sequentially changes its resulting direction (𝑣𝑠,𝐼−𝐼𝐼,𝑈, 
𝑣𝑠,𝐼−𝐼𝐼,𝑉, 𝑣𝑠,𝐼−𝐼𝐼,𝑊) in the main three phase axes. Thus, three different current change phasors 

are obtained (Δi𝑠,𝐼−𝐼𝐼,𝑈/Δτ, Δi𝑠,𝐼−𝐼𝐼,𝑉/Δτ, Δi𝑠,𝐼−𝐼𝐼,𝑊/Δτ), each with the symmetrical portion 

pointing in one main phase direction (see Fig. 2). Combining the current change phasors of 
each phase to one resulting phasor, the share of the symmetrical machine leads to a zero 
sequence and is eliminated (9).  

The remaining phasor 𝐶𝑜𝑚𝑝𝑙𝑒𝑥_𝑝ℎ𝑎𝑠𝑜𝑟 after carrying out this step now only contains 

information on machine asymmetries and will serve as fault feature extraction: 

𝐶𝑜𝑚𝑝𝑙𝑒𝑥_𝑝ℎ𝑎𝑠𝑜𝑟= 
Δi𝑠,𝐼−𝐼𝐼,𝑈

Δτ
 + 

Δi𝑠,𝐼−𝐼𝐼,𝑉

Δτ
.𝑒−𝑗2𝜋/3 + 

Δi𝑠,𝐼−𝐼𝐼,𝑊

Δτ
.𝑒𝑗2𝜋/3                                                                                                                                

(10)                                                                                                       
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Fig.2. Relations of the symmetrical (90%) and the modulated (10%) portion 
corresponding to the voltage pulses in the main phases. The voltage phasors are clearly 

reduced to improve visibility [21]
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2.3 Fault indicator based on spatial harmonic content of the complex phasor 

The complex phasor serves as the base for the determination of the fault indicators. 
However, the complex phasor not only consists of fault-induced modulations but also 
contains some inherent asymmetries. In a real machine even faultless, there are always 
some inherent asymmetries present. These asymmetries are detectable and separable due 
to their deterministic behaviour leading to modulation of the complex phasor when the 
inherent asymmetries spatially move at a period of 2pi mechanical radians called spatial 
period. In synchronous electrical machines, there are four aspects that define the complex 
phasor’s harmonic content; the permanent magnets, the stator currents, the winding 
distribution and the machine’s geometry [22].  

The fast Fourier transformation (FFT) provides an effective possibility to separate their 
modulations from the complex phasor signal in order to use the spatial harmonic contents in 
the complex phasor as condition indicators. It is however necessary to collect a set of 
complex phasors clearly showing the spatial movement of the different inherent 
modulations. This collection can be established by a specific measuring sequence as follows. 
In a first step the voltage pulse sequences are applied to all three main phase directions and 
by measurement of the current signal and subsequent signal processing the complex phasor 
is obtained as described above. In the next stage the rotor is moved, the data acquisition is 
repeated, and a complex phasor set for one mechanical period of the modulation is 
acquired.  

3 Proposed real-time fault detection algorithm 

Our goal is to design an intelligent control and diagnostics algorithm for electric drives 
which operates in real time and which is embedded into the drive system. The drive system 
diagnostics is intended for traction drives application so uses a combination of DSP and FPGA 
as is often the case in modern industrial drives. The requirement of the drive system 
diagnostics is that it has to operate independently of the motor control algorithm and other 
algorithm routines that running in real time during operation of the traction drive. The fault 
detection algorithm also must be not sensitive in machine parameters, speed, and load 
variations. Fig. 3. show the proposed drive system diagnostics. To satisfy the above 
requirements, it includes an intelligent controller designed as a finite state machine that 
allows a measurement and control unit to operate in conjunction with the field oriented 
control algorithm to extract the saliency of the machine during low speed operation. This 
parameter, as shown in the work of Goran Stojcic et al [23], contains all the information 
about the asymmetries of the machine and has been successfully used to detect any type of 
fault in induction motor drives. After estimating the fault feature parameter, a floating FFT 
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processor is designed for real-time harmonic identification for condition indicator extraction, 
which operates independently of the motor control. Finally, a decision making algorithm 
using a simple comparator is designed for fault detection.  

 

 

 

 

Fig.3. Proposed drive system diagnostics 

3.1 Intelligent controller for saliency extraction 

Fig. 4 shows the intelligent control algorithm implemented using DSP TMS320F28377S 
from Texas instruments, coded in C language with Code Composer Studio. The machine is 
fed by a full-size inverter and operated by a field-oriented control scheme. The inverter 
control scheme is a standard pulse width modulation (PWM). The controller decides when 
the fault feature has to be estimated. In a first step, the low speed operation of the machine 
is checked. When the motor operates at low speed, in the next step, a reference angle value 
is generated. This value is forwarded where there is compared with the actual rotor angle 
obtained from the field oriented control. When the rotor angle matches with the reference 
angle, the current controller and the PWM modulator are interrupted and a special voltage 
pattern is applied, and the measurement of the resulting current differences as shown in Fig. 
1. The finite state machine controller sequentially changes the direction of the voltage 
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excitation in the three phase axes, so that three different current change phasors are 
obtained. Finally, a complex phasor is calculated according to (4). The estimated complex 
phasor now is transferred to FPGA for further signal processing. After that, a new reference 
angle value is generated. This procedure is repeated until a set of complex phasor values is 
obtained with respect to one mechanical revolution.  

The measurement and control algorithm is depicted in Fig. 5. It contains three main 
interrupt routines. The timing of the whole estimation process algorithm is based on internal 
timer of the PWM modulator and it is set to 5 kHz (200µs).  

The ePWM timer interrupt routine starts the voltage pulse generation in the specific 
phase direction and the corresponding current derivative measurement, according to the 
direction status fixed by the finite state machine controller. After that the CPU timer is 
triggered to start A/D oversampling start of conversion. Then the CPU timer interrupt 
routine interrupts the field oriented control algorithm and starts conversion of external A/D 
converter. After conversion end, direct memory transfer (DMA) is automatically started and 
data from A/D converter are transferred into internal RAM of MCU. When DMA transfer 
ends, second interrupt is executed. This function executes a circular buffer function to get 
oversampling data from external A/D converter. When the buffer is filled, the CPU timer is 
stopped in order to interrupt the oversampling A/D start of conversion, and the current 
derivatives are calculated by taking four sampling data according to the phase direction 
given by state machine status. After the complex phasor is computed and transferred to 
FPGA, new reference angle is generated. This procedure is repeated until a set of complex 
phasor values is obtained with respect to one mechanical revolution. 

 



Strana  

 

   15 
 
 

 

Fig.4. Smart controller algorithm 
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Fig.5. Measurement and control algorithm 

3.2 Floating point FFT Processor 

3.2.1 FFT algorithm 

The discrete Fourier transform (DFT)  𝑋𝑘 of an N-point discrete-time signal 𝑥𝑛 is 
defined by: 

𝑋𝑘 = ∑ 𝑥𝑛
𝑁−1
𝑛=0  𝑊𝑁

𝑛𝑘 , 0 < k < N-1                                                                                                        (11) 

𝑊𝑁
𝑛𝑘 = 𝑒−𝑗2𝜋𝑛𝑘/𝑁                                                                                                                                (12) 

Where the twiddle factor 𝑊𝑁
𝑛𝑘  denotes the N-point primitive root of unity. Equation 

(11) shows that, in the case when 𝑥𝑛 is a complex sequence, a complete direct evaluation of 
an N-point DFT requires (𝑁 − 1)2 complex multiplications and (N-1) complex additions. Thus 
for reasonably large of values of N (on the order of 1000), direct evaluation of the DFT 
requires an inordinate amount of computation. The most common algorithm for efficient 
computation of the DFT when N is power of two is the Fast Fourier Transform (FFT) 
algorithm proposed by Cooley and Tuckey [24]. The idea behind the FFT is to break the 
original N-point sequence into shorter sequences, the DFT’s of which can be combined to 
give the DFT of the original sequence.  

In our work, the Radix-2 Decimation in Time (DIT) Cooley-Tuckey algorithm is chosen 
for the FFT computation. We choose Radix-2 since it offers a simple butterfly structure and 
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simpler control. It can process any input sequence lengths which are powers of two. In the 
Radix-2 DIT FFT algorithm, N is divided by two in each stage, and butterfly-like operations are 
performed on two samples in each stage. The number of stages is given by, v = 𝑙𝑜𝑔2N. The 
computational complexity of the DFT is reduced from O(𝑁2) to O(N𝑙𝑜𝑔2N.).  

Fig. 6 shows the signal flow graph for a radix-2 8-point FFT algorithm using 
decimation in time. The input data sequence are stored in bit-reversed order. At each stage 
or processing element (PE), (N/2) butterfly operations are performed. The lower edges of 
the butterfly is multiplied by the appropriate twiddle factor which depends upon the stage 
number and the sample points. The lower output of the butterflies always have the 
transmittance -1. The outputs of the butterflies are then fed to the next stage.   

The basic DIT algorithm of the FFT is given below.  

Define two (N/2)-point sequences 𝑥1(n) and 𝑥2(n) as the even and odder member of x(n), 
respectively i.e. 

𝑥1(n) = x(2n)                                                 0 < n < (N/2)-1                                                              (13)                       

𝑥2(n) = x(2n+1)                                            0 < n < (N/2)-1                                                              (14)       

The N-point DFT of x(n) can be written as     

 X(k) = ∑ 𝑥(𝑛)𝑁−1
𝑛=0

𝑛 𝑒𝑣𝑒𝑛
 𝑊𝑁

𝑛𝑘 + ∑ 𝑥(𝑛)𝑁−1
𝑛=0

𝑛 𝑜𝑑𝑑
 𝑊𝑁

𝑛𝑘                                                                                (15) 

 X(k) = ∑ 𝑥1(n) 
𝑁/2−1
𝑛=0 𝑊𝑁

2𝑛𝑘  + ∑ 𝑥2(n) 
𝑁/2−1
𝑛=0 𝑊𝑁

(2𝑛+1)𝑘
                                                                (16)                          

 Recognizing that 𝑊𝑁
2 can be written as 

𝑊𝑁
2 =   𝑒𝑗(2𝜋/𝑁)2= 𝑒𝑗2𝜋/(

𝑁

2
)=  𝑊𝑁/2                                                                                                   (17) 

Equation (16) can be put in the form 

X(k) = ∑ 𝑥1(n) 
𝑁/2−1
𝑛=0 𝑊𝑁/2

𝑛𝑘  + 𝑊𝑁
𝑘 ∑ 𝑥2(n) 

𝑁/2−1
𝑛=0 𝑊𝑁/2

𝑛𝑘                                                                   (18)                

X(k) = 𝑋1(𝑘) +  𝑊𝑁
𝑘𝑋2(𝑘)                                                                                                                   (19) 

Where  𝑋1(𝑘)  and 𝑋2(𝑘) are seen to be the (N/2)-point DFT of 𝑥1(n) and 𝑥2(n).                                                                                                                                                                                                                                                             
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Fig. 6. Radix-2 DIT FFT signal-flow graph of length 8. 

3.2.2 FFT processor architecture 

FFT processor is a hardware implementation for FFT algorithm. This processor is 
widely used in many applications such as wireless sensor networks, medical imaging, 
geophysics and mechanical applications [25]. These applications require a low power, high 
speed and small area processor.  

Generally, FFT architectures can be classified into memory-based and pipeline 
architecture styles [26]. Pipeline FFT is a class of parallel algorithms that contains an amount 
of parallelism equal to 𝑙𝑜𝑔𝑟N where N denotes the N-point DFT. Thus, for a radix-r pipeline 
FFT there will be (𝑙𝑜𝑔𝑟N) separate hardware butterfly computations proceeding in parallel. 
Generally, the pipeline FFT processors have two popular design types. One uses a single-path 
delay feedback (SDF) pipeline architecture, and the other uses a multiple-path delay 
commutator (MDC) pipeline architecture. The multi-path delay commutator (MDC) FFT also 
known as feed-forward FFT scheme can achieve higher throughput rate by using multiple 
data paths, while the single-path delay feedback (SDF) FFT scheme needs less memory and 
hardware complexity with the delay feedback scheme. Memory-based architecture is widely 
adopted to design an FFT processor, also known as the single processing element (PE) 
approach. This design style is usually composed of a main PE and several memory units, thus 
the hardware cost and the power consumption are both lower than the other architecture 
style.  



Strana  

 

   19 
 
 

In this work, we use a ping-pong memory-based FFT to design the floating point FFT 
processor. The developed floating point FFT processor based on radix-2 DIT algorithm, is 
intended for embedded real-time high resolution motor monitoring. We implement a 256 
point FFT in hardware using IEEE-754 single precision input data. 

Fig. 7 shows the proposed hardware FFT processor implemented using FPGA Cyclone 
III EPC40 from Altera. There are five major building units in the proposed floating point FFT 
processor. These units are an address generation unit, two blocks of two-port RAM, a 
butterfly arithmetic unit, a twiddle factor ROM, and finally a controller.  

The Address Generation Unit (AGU) controls the generation of addresses for reading 
and writing the memory contents to and from the Butterfly Processing Unit (BFU). The AGU 
also generates signals that control writes to memory as well as which memory bank is read.  

The two blocks of two-port RAM perform “ping-pong” reads and writes scheme, and 
store the data we wish to transform and hold the intermediate values as we step through 
the FFT levels. All data busses shown represent complex data transfer (double bit widths to 
accommodate both real and imaginary values). We read from one RAM block, process 
through the BFU and write to the other RAM block.  

The Butterfly Processing Unit (BFU) performs a special 2-point FFT on the data pairs 
specified by the AGU. The butterfly structure utilizes the parallel and pipeline structure to 
minimize delay caused by the FFT calculation [27]. Each butterfly requires four multiplication 
units (two for the real and two for the imaginary) and six addition units (three for the real 
and three for the imaginary). The atomic operation is schematically shown in Fig. 8. In this 
project we use the Altera floating point Megafunction to implement the floating point 
adder/subtractor and the floating point multiplier [28]. The MegaWizard Plug-In Manager of 
Quartus is used to create the design files which are then instantiated in the designed 
Butterfly Processing Unit. 

The twiddle factor ROM contains the look-up table of real and imaginary values of 
the required “roots of unity” that are passed to the BFU. 

The controller affects the efficiency of the floating point FFT processor. The goal of 
the controller is to provide the control signals to the different parts of the FFT processor. The 
proposed designed controller operates using finite state machine. Let us describe the action 
of the different building units managed by the controller. Memory 1 (the top block) is loaded 
with the data samples to be transformed (in bit-reversed address order) and the Start FFT 
signal is triggered. The FFT Done signal goes low and the AGU starts cycling through the 
Memory 1 addresses and the twiddle factor addresses as the BFU processing pipeline begins 
to fill. After a number of clock cycles, data begins to appear at the output of the BFU. The 
AGU begins to generate write cycles to Memory 2 (the bottom block) and the processed data 
is written to Memory 2. When the AGU reaches the end of the data buffer, the read address 
counter stops while the write address counter continues until the BFU pipeline has 
completely flushed out. Once the output data is completely written, the “level counter” 
increments and the read address counter and twiddle factor address counter begins to 
increment in an appropriately permuted order that depends on the level counter value. With 
this, the whole process repeats until the level counter indicates that we have completed the 
full transform. When this happens, the FfT Done signal is asserted, the BFU pipeline is 
flushed and the whole FFT processor goes into a wait state. The results of the transform can 
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now be read out and new data samples can be written into the memory. The Start FFT signal 
is triggered and the next batch of data is transformed.  

To realize the hardware for algorithm, Quartus and ModelSim-Altera EDA tools where 
used to synthesize and simulate the design. In order to verify the functionality of the 256 
floating point FFT processor, the VHDL code for the overall system was developed. We use 
Matlab as a standard model to generate a series of 256 floating point complex data and save 
these numbers in a certain file. The processor reads the numbers using ModelSim-Altera, 
and then performs FFT. The Matlab compares the results generated by VHDL with those 
generated by Matlab. The RTL synthesis view is shown in Fig. 9. From the Fig. 9, we can see 
that the total logic elements are used 38% and the total memory bits are occupied 32%. The 
saving use of logic elements meets the system requirement of rational utilization of FPGA 
resource.  

Fig. 10 and Fig. 11 results illustrate respectively input data set and the final FFT 
results as they written to memory. The time taken by the FFT processor to complete one set 
of 256 floating point FFT is 16.376 micro seconds as shown in Fig. 11.  

 

 

Fig.7. Hardware floating point FFT processor 
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Fig. 8. Description of the BFU operation 

 

 

Fig. 9. Synthesis results of 256-floating point FFT processor 
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Fig. 10. Waveforms showing sequence of input data. 

 

 

Fig. 11. Final data as it is written to Bank 1 is present in the bottom four waveforms. 

3.3 Fault detection module 

In the fault-detection module, outputs from the FFT processor are presented to simple 
comparator to determine if the threshold for a particular harmonic has been exceeded. The 
floating point comparator is designed using the Altera floating point Megafunction [28]. The 
MegaWizard Plug-In Manager of Quartus is used to create the design file which is then 
instantiated in the designed fault detection module. Under variable load conditions of the 
drive system, the threshold can be adjusted if necessary as a function of load (if IQ current is 
passed from the controller to the fault detection routine) using an adaptive threshold. The 
fault decision making algorithm is shown in Fig 12.   
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Fig.12. Decision making algorithm 

4 Experimental results and analysis 

4.1 Experimental test bench 

To verify the proposed real-time fault detection algorithm, an experimental test stand 
was set up as presented in Fig. 13. The test machine is an 8 poles 4.5 kW IPMSM from Leroy 
Somer operating under FOC-based inverter in speed control mode. The parameters of the 
machine are given in Table I. In the experiments, the dc bus voltage is set at 50-V. The pulse-
width-modulation (PWM) frequency is 5-kHz, the voltage pulse width for the complex phasor 
estimation procedure is chosen to be equal the PWM period. The motor has been operated 
at 3% rated speed and no-load. The rotor position is sensed by the absolute encoder with 
4096 edges per mechanical revolution (12 bits). All the machine control and fault detection 
algorithms are implemented in the developed printed circuit board (named MLC Controller) 
with Cyclone III EPC40 FPGA and Texas Instrument C2000 series microcontroller 
TMS320F2877s. The main board is responsible for mapping signals from MCU and FPGA 
to/from converter, measurement probes, etc.     

The In-System Memory Content Editor of Quartus was utilized to obtain results in real-
time from a RAM designed within FPGA (FFT results from FPGA, complex phasor from DSP, 
transferred to FPGA) and analysed in Matlab. Fig. 14 shows the real-time acquisition of FFT 
results from FPGA using the In-System Memory Content Editor. 
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Fig.13. Experimental set up 

 

Parameter Description Value 

𝑃𝑛[𝑘𝑊] Nominal power 4.5 

𝑃𝑝[−] Number of pole pairs 4 

𝜔𝑚[𝑅𝑃𝑀] Nominal speed 1500 

𝑅𝑠[𝛺] Stator resistance 1.176 

𝐿𝑠[𝑚𝐻] Stator inductance 16 

𝐿𝑑[𝑚𝐻] Stator inductance in d axis 14 

𝐿𝑞[𝑚𝐻] Stator inductance in q axis 19 

𝜓𝑃𝑀[𝑊𝑏] Magnetic flux 0.438 

𝑉𝐷𝐶[𝑉] DC voltage 50 

𝑓𝑐[𝑘𝐻𝑧] Switching frequency 5 

𝑁𝑠[-] Number of slots 12 

 

Table. I. Parameters of the machine 
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Fig.14. Real-time acquisition of FFT results from FPGA.  

4.2 Algorithm testing with open phase fault 

To test the proposed algorithm, an open phase fault was simulated as shown in Fig. 15. 
During the open phase experiment, Rop resistor was inserted into phase leg. The value of 
the resistance is set to 10 Ohms. 
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Fig. 15. Block diagram of the considered inverter realization with HW emulated faults (in red 
colour) 

4.3 Detection open phase fault using the complex phasor 

In order to use the complex phasor for detection of open phase faults, it is necessary 
to consider and separate all inherent asymmetry components that are present in standard 
synchronous electrical machines. As even a symmetrical and faultless machine shows some 
inherent asymmetries, consequently, there are always some modulations detectable in the 
asymmetry phasor.  

The main asymmetry is the saturation saliency that is caused by the different levels of 
saturation arising from the fundamental wave along the circumference. It has a modulation 
period that is equal to twice that of the fundamental wave which corresponds to the 
machine’s number of poles. In addition, the magnitude of the saturation saliency depends 
on the flux and load level of the machine. Another inherent asymmetry results from the 
remanent magnetic induction of the permanent magnets. As a source of magnetic flux, the 
magnets can, evidently, introduce harmonics in the machine’s magnetic field. As the 
magnets rotate at the mechanical speed, evidently the magnets as such do not change in 
time. The remanent magnetic induction will thus only contain harmonic combinations that 
rotate at mechanical radians per second. It contain harmonic orders that are a multiple 
of pole pairs including the fundamental harmonic. Note that this demand requires p identical 
repetitions of the magnet distribution where p is the number of pole pairs. If, for example, 
one of the magnets is demagnetized, it is no longer valid. Like the magnets, the winding 
distribution introduces harmonics in the machine’s magnetic field. Due to the distribution of 
the windings, the induced spatial-harmonic orders have to satisfy this equation [22]: k = p 
(1+ c*N*m), where k is the kth induced harmonic, N is the number of slot per pole and per 
phase, m the number of phase of the machine, and c, an integer. The machine’s geometry 
also introduces harmonics in the machine’s magnetic field results from the openings of slots 
in the lamination that cause slotting modulation. It contain harmonic orders that are a 
multiple of number of slot. Also, the saturation saliency, the magnets, the winding 
distribution, and the machine’s geometry create additional harmonic combinations that 
depend on the point of operation.  

Assuming now a stator related fault (e.g., open-circuit fault, turn-to-turn fault) the 
electromagnetic properties of the stator winding changes and thus also the transient leakage 
inductance. Considering now a fault at a certain stator position, this will induce an 
asymmetry equal to the number of poles when moving the rotor and thus the excitation 
direction for one full mechanical revolution. As the machine considered has eight poles, the 
harmonic to track for the open phase fault detection is the eight harmonic. So, a fault 
induced asymmetry will be detectable in the saturation saliency harmonic and will be 
denoted as fault indicator.   

If machines with pole numbers other than eight are used, the harmonic corresponding 
to the pole number has to serve as fault indicator instead.  

The real and imaginary portion of the complex phasor set signal for a symmetrical 
machine are given in Figs. 16 and 17, respectively. It can be clearly seen that the signals 
contain a modulation with a period of 8 corresponding to the spatial period (one mechanical 
revolution). This modulation correspond to the number of pole of the machine. In the 
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spectral presentation, all spectra represent the spatial distribution of the transient leakage 
inductance along the air gap. All the values are given in arbitrary units [a.u.] according to the 
signal processor internal representation. These arbitrary units are equal to the values used 
from the digital signal processor (DSP) for quantization according to the ADC values. The 
harmonic content of the complex phasor is shown in Fig. 20. The horizontal axis of the 
diagram shows the harmonic number where the fundamental wave corresponds to one 
mechanical revolution of the rotor. As the asymmetry phasors are complex values the 
resulting spectrum also is of complex nature. As can be seen, several harmonics are visible in 
the spectrum caused by the interaction of rotating magnetic flux and remanent magnetic 
induction of the permanent magnets and also by some parasitic effects of the machine. The 
signal offset is mainly caused by the remanent magnetic induction of the permanent 
magnets. The ±4th, ±12th, ±16th, ±24th, harmonic etc., are also create by the magnets as 
magnets induce harmonic orders that are a multiple of pole pairs. The stator of the present 
machine has 12 stator slots thus the ±12th harmonic is related to this parameter. The 
machine has 8 poles thus, the saturation asymmetry is the ±8th harmonic shown. The ±14th 
harmonic results from a combination of magnetic iron core properties and winding 
distribution. The ±20th harmonic results from the harmonic combination of saturation, 
slotting and magnets.  

For the open phase fault, the real and imaginary portion of the complex phasor set 
signal are also given in Figs. 18 and 19, respectively. It can be seen that the real portion 
signal does not contain a clear modulation with a period of 8 due to the open phase fault, 
but the amplitude of the complex phasor is increased. However, the modulation with period 
of 8 is clear visible in the imaginary portion signal because the open phase fault is created in 
the phase U, so the fault-induced asymmetry does not affect the imaginary part of the 
complex phasor. The spectral analysis reveals the impact of the fault-induced asymmetry. As 
can be seen in Fig. 21, when comparing with the symmetrical spectral, there is a big increase 
of the harmonic amplitudes including the signal offset, saturation, and harmonic orders 
caused by the permanent magnets as was expected because of the change of the 
electromagnetic properties of the stator winding caused by the open phase fault. The 
biggest change however, as expected, is visible in the -8th harmonic (saturation and open 
phase) that rises from 4 · 10−4 to 4 · 10−3 by a factor of 10 and now becomes by far the 
most dominant modulation of the complex phasor. The -12th harmonic almost does not 
changes. The +12th (slotting) harmonic changes from 2 · 10−4 to 1 · 10−3. The 20th harmonic 
(intermodulation) changes from 0.02 to .004. The -20th harmonic changes from 2 · 10−4 to 1 · 
10−3.  
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Fig. 16. Real part of the complex phasor set over one mechanical revolution. Machine state: 
symmetrical. 
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Fig. 17. Imaginary part of the complex phasor set over one mechanical revolution. Machine 
state: symmetrical. 

 

 

 

Fig. 18. Real part of the complex phasor set over one mechanical revolution. Machine state: 
one open phase fault. 

 

 

 



Strana  

 

   30 
 
 

 

Fig. 19. Imaginary part of the complex phasor set over one mechanical revolution. Machine 
state: one open phase fault. 
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Fig. 20. Harmonic content of the complex phasor of the faultless machine at zero load 
(horizontal axis: harmonic order scaled to one mechanical revolution). 
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Fig. 21. Harmonic content of the real part of the complex phasor with one open phase fault 
(horizontal axis: harmonic order scaled to one mechanical revolution; vertical axis: 

magnitude). 

 

5 Conclusion 

The paper has presented a new real-time algorithm for the detection of fault in 
permanent magnet synchronous motor drive systems, proposed for traction drive 
applications. The algorithm can be embedded into the drive system and can operate 
independently of the motor control. The algorithm uses the machine’s transient reactance in 
the frequency domain as condition indicators. This parameter is estimated using an 
intelligent controller which interrupt the motor control and apply an excitation with voltage 
pulses using the switching of the inverter and then measuring the resulting current slope. 
Then a subsequent real-time fast Fourier transform of the obtained values provides 
indicators to detect faults. The model was implemented in a DSP/FPGA and applicability was 
verified online on an interior permanent magnet synchronous motor operated by an inverter 
with zero load. The results have shown a high accuracy of the fault indicator. Future works 
will be performed when the drive operates at different load levels.  

 

 

 

 



Strana  

 

   33 
 
 

References 

[1] S. A. Saleh, R. Ahshan and M. A. Rahman, "Performance Evaluation of an Embedded d–q 
WPT-Based Digital Protection for IPMSM Drives", IEEE Trans. Ind. Appl., vol. 50, no. 3, pp. 
2277-2291, May./Jun. 2014.    

[2] E. Agamloh, A. V. Jouanne and A. Yokochi, "An Overview of Electric Machine Trends in 
Modern Electric Vehicles ", Machines, vol. 8, no. 2, Apr. 2020.    

[3] Z. Liu, J. Huang, and B. LI Cardoso, "Diagnosing and distinguishing rotor eccentricity from 
partial demagnetisation of interior PMSM based on fluctuation of high-frequency d-axis 
inductance and rotor flux ", IET Electr. Power Appl., 2017, Vol. 11, Iss. 7, pp. 1265–1275. 

[4] B. Welchko, T. M. Jahns and S. Hiti, "IPM Synchronous Machine Drive Response to a Single-
Phase Open Circuit Fault", IEEE Trans. Power Electron., vol. 17, no. 5, pp. 764-771, Sep 
2002.  

[5] J. He, A. Strandt, A. Manarik, P. Zhang, and N. A. O. Demerdash, "Diagnosis of Stator Short-
Circuit Faults In an IPM Synchronous Machine Using a Space-Vector Pendulous Oscillation 
Method", IEEE International Conference on Electric Machines and Drives, pp. 727-733, 
2013. 

[6] M. Kim, S. K. Sul, and J. Lee, "A Stator Turn-Fault Detection Method for Inverter-Fed 
IPMSM with High-Frequency Current Injection", IEEE Energy Conversion Congress and 
Exposition, pp. 3528-3533, 2013. 

[7]  B. Lee, N. Jeon and H. Lee, "Model-Based Fault Detection and Isolation Algorithm of 
Current Sensor for IPMSM", Proc. 38th Annu. Conf. IEEE Ind. Electron. Soc. (IECON), pp. 
5376-5381, Oct. 2012. 

[8]  M. A. S. K. Khan, T. S. Radwan, and M. A. Rahman, "Monitoring and Diagnosis of Faults in 
Interior Permanent Magnet Motors Using Discrete Wavelet Transform", 37th IEEE Power 
Electronics Specialists Conference, 2006. 

[9]  Z. Ullah, S. T. Lee and J. Hur, "A Torque Angle-Based Fault Detection and Identification 
Technique for IPMSM", IEEE Trans. Ind. Appl., vol. 56, no. 1, pp. 170-182, Jan./Feb. 2020.  

[10]  J. Lu, Y. Hu, J. Liu, X. Zhang, H. Wen and Z. Wang, "Position Sensor Fault Detection of 
IPMSM Using Single DC-Bus Current Sensor With Accuracy Uncertainty", IEEE Trans. 
Mech., vol. 24, no. 2, pp. 753-762, Apr. 2019.  

[11] Z. Ullah and J. Hur, "Analysis of Inter-Turn-Short Fault in an FSCW IPM Type Brushless 
Motor Considering Effect of Control Drive", IEEE Trans. Ind. Appl., vol. 56, no. 2, pp. 1356-
1367, Mar./Apr. 2020.   

[12] A. Khlaief, M. Boussak, and A. Châari, "A Real-Time Open Phase Faults Detection for 
IPMSM Drives Based on Discrete Fourier Transform Phase Analysis", IEEE International 
Conference on Electrical Engineering and Software Applications, 2013.  

[13]  M. Zhu, W. Hu and N. C. Kar, "Torque-Ripple-Based Interior Permanent-Magnet 
Synchronous Machine Rotor Demagnetization Fault Detection and Current 
Regulation", IEEE Trans. Ind. Appl., vol. 53, no. 3, pp. 2795-2804, May./Jun. 2017.   



Strana  

 

   34 
 
 

[14]  M. A. S. K. Khan and Azizur Rahman, "Development and Implementation of a Novel Fault 
Diagnostic and Protection Technique for IPM Motor Drives", IEEE Trans. Ind. Electron., vol. 
56, no. 1, pp. 85-92, Jan. 2009.  

[15] Z. Ullah, S. T. Lee, M. R. Siddiqi and J. Hur, " Online Diagnosis and Severity Estimation of 
Partial and Uniform Irreversible Demagnetization Fault in Interior Permanent Magnet 
Synchronous Motor", IEEE Energy Conversion Congress and Exposition (ECCE), pp. 1682-
1686, 2019.  

[16]  B. Du, S. Wu, S. Han and S. Cui, "Interturn Fault Diagnosis Strategy for Interior 
Permanent-Magnet Synchronous Motor of Electric Vehicles Based on Digital Signal 
Processor", IEEE Trans. Ind. Electron., vol. 63, no. 3, pp. 1694-1706, Jan. 2016.  

[17]  G. H. B. Foo, X. Zhang, and D. M. Vilathgamuwa, "A Sensor Fault Detection and Isolation 
Method in Interior Permanent-Magnet Synchronous Motor Drives Based on an Extended 
Kalman Filter", IEEE Trans. Ind. Electron., vol. 60, no. 8, pp. 3485-3495, Jan. 2013.   

[18] P. C. Palavicinoand and B. Sarlioglu, "Estimation of Position and Shorted Turns Percentage 
of an Inter-turn Short Circuit in Interior Permanent Magnet Synchronous Machines Based 
on a Current Observer", IEEE 13th International Symposium on Diagnostics for 
Electrical Machines, Power Electronics and Drives (SDEMPED), pp. 477-482, 2021.  

[19]  S.-C. Yang, "Online Turn Fault Detection of Interior Permanent-Magnet Machines Using 
the Pulsating-Type Voltage Injection", IEEE Trans. Ind. Appl., vol. 52, no. 3, pp. 2340-2349, 
May./Jun. 2016.   

[20] S. Moon, H. Jeong, H. Lee, and S. W. Kim, "Detection and Classification of Demagnetization 
and Interturn Short Faults of IPMSMs", IEEE Trans. Ind. Electron., vol. 64, no. 12, pp. 9433-
9441, Dec. 2017.   

[21] T. M. Wolbank, P. Nussbaumer, H. Chen and P. E. Macheiner, "Monitoring of Rotor-Bar 
Defects in Inverter-Fed Induction Machines at Zero Load and Speed", IEEE Trans. Ind. 
Electron., vol. 58, no. 5, pp. 1468-1478, Dec. 2011.    

[22]  B. Hannon, P. Sergeant, and L. Dupré, "Time-and Spatial-Harmonic Content in 
Synchronous Electrical Machines", IEEE Trans. Magn., vol. 53, no. 3, pp. 1-11, Mar. 2017.  

[23] G. Stojcic, M. Vasak, N. Peric, G. Joksimovic, and T. M. Wolbank, " Detection of Partially 
Fallen-Out Magnetic Slot Wedges in Inverter-Fed AC Machines at Lower Load 
Conditions", IEEE Trans. Ind. Appl., vol. 50, no. 2, pp. 1161-1167, Mar./Apr. 2014.   

[24] J. W. COOLEY, P. A. W. LEWIS and P. D. WELCH, "Historical Notes on the Fast Fourier 
Transform", Proc. IEEE, vol. 55, no. 3, pp. 1675-1667, Oct. 1967. 

[25]  S. L. M. Hassan, N. Sulaiman, H. Jaafar, A. Saparon, and Y. M. Yussoff, "Implementation of 
Pipelined FFT Processor on FPGA Microchip Proposed for Mechanical 
Applications", Journal of Mechanical Engineering, vol. 2, no. 2, pp. 145-156, 2017. 

[26] S. M. Joshi, "FFT Architectures: A Review", International Journal of Computer Applications, 
vol. 116, no. 7, pp. 0975 – 8887, Apr. 2015. 

[27]  N. Mahdavi, R. Teymourzadeh and M. B. Othman, "On-Chip Implementation of High Speed 
and High resolution Pipeline Radix 2 FFT Algorithm", IEEE International Conference on 
Intelligent and Advanced Systems., pp. 1286-1288, 2007. 



Strana  

 

   35 
 
 

[28]  Altera, "Floating-Point Megafunction User Guide", 2008.  



Strana  

 

   36 
 
 

List of Figures 

Fig. 2.1 Inductive detector - loop ........................................... Chyba! Záložka není definována. 
Fig. 2.2 Infrared detector ....................................................... Chyba! Záložka není definována. 
Fig. 2.3 Camera Video Detection ............................................ Chyba! Záložka není definována. 
Fig. 2.4 Radar sensor .............................................................. Chyba! Záložka není definována. 



Strana  

 

   37 
 
 

Revision history 

Rev. Chapter Description of change Date Name 

0 All Document release 15.11.2010 J.Michalík 

     

     

     

     

     

     

     

     

     

     

 

 

 


